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Work with the Research Team

And many other research scientists/engineers split across product teams!

+ We actively collaborate with the Sardine LAB 
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Why Quality Estimation?
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Is Machine Translation solved?
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Should be food poisoning!

Is Machine Translation solved?
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Should be food poisoning!

Is Machine Translation solved?

Severe errors
like this can have 

serious 
consequences!
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Motivation:

What can we do if we know the quality of a translation?

1) If it is good, we can trust it and use it.

2) If it is not good, we need to improve it (e.g. asking a human to post edit)

3) Many other things…
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Motivation:

What can we do if we know the quality of a translation?

Data 
Anonymization

Machine
Translation

Finished
Order

Order Quality
Estimation

Translator
Community

9



Motivation:

What can we do if we know the quality of a translation?

Data 
Anonymization

Machine
Translation

Finished
Order
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Estimation
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Community

Quality estimation ensures that the delivered quality is 
higher (better MQM) and reduces post-edit costs! 
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Definition
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MT Quality Estimation (QE):

● Use a separate system to estimate how good a translation is
○ Typically coming from a black box MT system.

● No access to a reference translation

● With different levels of granularity
○ Word
○ Sentence
○ Document ?
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Datasets:

● QE data requires:
○ SOURCE: text in the original language
○ MT: translation in the target language
○ Quality assessment (HTER, MQM or DA)

■ Word level tags (optionally)

● Source and MT are inputs
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Datasets: Post edit data

“Classical” QE data comes from post-edits:

Source: Eu adoro Tradução Automática!

PE: I    love   Machine   Translation    !

MT: I really like Machine Translation

delete replace insert

OK  BAD      BAD            OK                      OK                 BADWord-level tags

Sentence-level score
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Datasets: Multidimensional Quality Metrics*

(*http://www.qt21.eu/mqm-definition/definition-2015-12-30.html)
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Datasets: Multidimensional Quality Metrics*

We ask annotators to highlight errors according to an internal error typology (for aspects such as 
‘lexical’, ‘fluency’ and  ‘register’) and rank the error severity as minor, major or critical.

We then calculate a segment-level score as a function of the number and severity of errors in the 
translation. Post-edition by our community of editors provides us with a ‘gold-standard’.

MAJOR
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Datasets: Multidimensional Quality Metrics*

MAJOR
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Datasets: Direct Assessments

Direct Assessments are only used for sentence level evaluation.

Example:

Source:            Estlander kertoo kyseessä olleen noin 50-vuotias mies.

Reference:      Estlander says that the man was close to 50 years of age.

Human Scores   

JUCBNMT:      Estlander people say about 50 years of age.                0

talp-upc:         Estlander says that it was a 50-year-old man.              90

    …         ...

online-B:         Estlander tells the man about 50 years old.                 50
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Architecture of QE models
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Predictor-Estimator

* Predictor-Estimator using Multilevel Task Learning with Stack 
Propagation for Neural Quality Estimation (Kim et al., 2017)

Uses a two-stage neural model that is pre-trained 
with large parallel data

● Deep contextualized language model 
pretraining

● 1 year ahead of muppet models!
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Predictor-Estimator

* Predictor-Estimator using Multilevel Task Learning with Stack 
Propagation for Neural Quality Estimation (Kim et al., 2017)

The predictor is trained to predict every token of 
the TARGET side given its left and right context 
produced by two uni-directional LSTM’s

21
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Predictor-Estimator

* Predictor-Estimator using Multilevel Task Learning with Stack 
Propagation for Neural Quality Estimation (Kim et al., 2017)

The predictor is trained to predict every token of 
the TARGET side given its left and right context 
produced by two uni-directional LSTM’s

The estimator is fine-tuned to predict sentence 
scores and word-level tags.
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Transformer Predictor-Estimator

The predictor is trained to predict every token of 
the TARGET side given its Bidirectional context 
produced by a pretrained transformer (e.g. BERT)

The estimator is fine-tuned to predict sentence 
scores and word-level tags.

Unbabel’s winning participation in WMT19

* OpenKiwi: An Open Source Framework for Quality Estimation 
(Kepler et al., ACL 2019)

* TransQuest: Translation Quality Estimation with Cross-lingual 
Transformers (Ranasinghe et al., COLING 2020)
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https://aclanthology.org/P19-3020/
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Source: The Illustrated BERT, ELMo, and co. (How NLP Cracked Transfer Learning), Jay Alammar, 2019.

Predictor: BERT & XLM-R
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Predictor: XLM & InfoXLM
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Estimator:

Pretrained Transformer

Sentence
Score
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Estimator:

Pretrained Transformer

Sentence
Score

Feed Forward 
Neural Network

Linear Projections
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Estimator:

Pretrained Transformer

Sentence
Score

Feed Forward 
Neural Network

Linear Projections
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Example:

Source

This is a simple sentence .

MT

C' est une phrase simple qui ajoute 

beaucoup de mots inutiles .
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COMET for 
Quality Estimation
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COMET-QE Dual Encoder

COMET* was initially developed for MT evaluation with metric 

but it has showed promising results in QE

● Sentence Embeddings are created by Avg. Pooling

● Along with source and target embeddings we extract 

the element-wise difference and dot-product 

between embeddings.

● A feed forward is used to predict a quality assessment 

(MQM or DA)

* COMET: A Neural Framework for MT Evaluation (Rei et al., EMNLP 2020)
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Quality Estimation is becoming competitive 
with Metrics!
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Results from the WMT 21 Metrics task

Results of the WMT21 Metrics Shared Task: Evaluating Metrics with Expert-based 
Human Evaluations on TED and News Domain (Freitag et al., WMT 2021) 33

https://aclanthology.org/2021.wmt-1.73/
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CometKiwi

CometKiwi follows a “curriculum” during training:

● We first start by training on data with references to obtain a metric

● This serves as initialization to training a QE system (only trained with src + mt)

● We further tuned the model for languages for which training data is very scarce (with up to 500 

samples only)
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Pretrain with DA’s 
from metrics task

Fine-tune on task data 
(DA/MQM)

Few-shot LP 
adaptation



CometKiwi

CometKiwi combines sentence-level and word-level 

objectives during training.

● We obtain positive transfer from this multi-task 

objective

● This architecture allows for a single model to 

perform both sentence and word-level quality 

estimation

● Winning submission of all tasks in the WMT 2022 

QE Shared Task

* CometKiwi: IST-Unbabel 2022 Submission for the Quality Estimation Shared Task (Rei et al., WMT 2022) 35

Unbabel/wmt22-cometkiwi-da🤗

https://aclanthology.org/2022.wmt-1.60


xCOMET 
a more fine-grained system
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Looking back at MQM…

(*http://www.qt21.eu/mqm-definition/definition-2015-12-30.html)
37

English to Portuguese

● The MQM severities are way more fine-grained than OK/BAD;

● If we predict the severities well, we get sentence-level scores for free!



xCOMET

xCOMET* adds two different components:

● We design xCOMET as a single model that can be 

used as a metric or as a QE system:

○ Reference-based quality estimation (metrics 

— ref-only and src+ref)

○ Quality estimation (src-only)

● We now predict fine-grained error severities

● We will be releasing two versions of xCOMET: 

xCOMET-XL (3.5B) and xCOMET-XXL (10.7B)

* Paper to be released soon. 38



xCOMET brings more transparency to the scores

xCOMET* brings a finer-grained look at predicted scores

● The sentence-level scores correlate very strongly 

with MQM scores obtained via the error spans

● Given this correlation, when the quality of a 

translation is low, we can look at what the model 

flagged as error spans — additional transparency!

* Paper to be released soon. 39

zh-en en-de he-en

0.91 0.95 0.90

Pearson correlations between 

predicted score via sentence-level 

head and via MQM formula through 

span predictions



Challenges and Applications
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Quality aware decoding leads to consistent gains 
in translation performance

41
* Quality-Aware Decoding for Neural Machine Translation (Fernandes et al., NAACL 2022)

https://aclanthology.org/2022.naacl-main.100/


Quality Aware Decoding

1) Translation candidates are 

generated according to the model; 

2) Using reference-free and/or reference 

based MT metrics, these candidates 

are ranked; 

3) The highest ranked one is picked as 

the final translation.

* Quality-Aware Decoding for Neural Machine Translation (Fernandes et al., NAACL 2022)
42

https://aclanthology.org/2022.naacl-main.100/


Quality Aware Decoding:
Impact on different Automatic Metrics
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Quality Aware Decoding

44
Error severity counts and MQM scores for WMT20 (large models). Best overall values are bolded. Methods with † are 
statistically significantly better than the baseline, with p < 0.05.



Quality aware decoding/training can help 
uncover biases in the metrics
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Quality-aware decoding may 

exacerbate and help uncover biases in 

the metrics



Quality aware decoding/training can help 
uncover biases in the metrics
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Using MRT to optimize a model for a 

reward provided by a metric — helps 

uncover biases in the metrics.



On-the-fly mitigation of hallucinations
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w/ COMET-QE



Leverage contrastive losses for making QE 
systems more robust?
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LaBSE is trained with a translation matching objective that is very much aligned with 

hallucination detection; could a similar objective be employed successfully for training more 

robust and general QE systems?



Analysis of quality estimation systems and 
neural metrics through different lenses!

49

Investigate the correlation between 

translation quality and translation utility 

in downstream tasks.



Analysis of quality estimation systems and 
neural metrics through different lenses!
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Investigate the correlation between 

translation quality and translation utility 

in downstream tasks.

Investigate with explainability methods 

whether salient tokens correlate with 

errors in MQM annotations. 



Generative LLMs can be leveraged for quality 
estimation
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Generative LLMs can be leveraged for quality 
estimation
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Generative LLMs still lag behind dedicated 
systems in sentence-level quality estimation
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PaLM and PaLM-2

The Devil is in the Errors: Leveraging Large 
Language Models for Fine-grained Machine 
Translation Evaluation (Fernandes et al., 2023)



Generative LLMs still lag behind dedicated 
systems in sentence-level quality estimation
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PaLM and PaLM-2

GPT*
Large Language Models Are State-of-the-Art Evaluators of Translation 
Quality (Kocmi and Federmann, 2023)

The Devil is in the Errors: Leveraging Large 
Language Models for Fine-grained Machine 
Translation Evaluation (Fernandes et al., 2023)



Quality estimation/metrics may act as reward 
models (different instance of RLHF)
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Metrics and QE systems can provide alternatives to RLHF, 

since they are modelled to replicate human preferences.



Take home message
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Take home message

● Quality estimation estimates how good a translation is

● Predictor-estimator architecture on top of pre-trained models is still SOTA; this 
may change soon with the emergence of LLMs.

● More and more we need to worry about generalization, robustness, and defects 
of our QE systems.

● QE can be used for multiple other applications beyond just sentence-level 
quality estimation:

○ Discern between systems
○ Hallucination detection
○ Generating translations
○ Training new models

57



Questions?
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Thank you!
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